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Abstract. We analyze hybrid absorptive-dispersive optical bistability (OB) behavior via tunable Fano-
type interference based on intersubband transitions in asymmetric double quantum wells (QWs) driven
coherently by a probe laser field by means of a unidirectional ring cavity. We show that OB can be
controlled efficiently by tuning the energy splitting of the two excited states (the coupling strength of
the tunnelling), the Fano-type interference, and the frequency detuning. The influence of the electronic
cooperation parameter on the OB behavior is also discussed. This investigation may be used for optimizing
and controlling the optical switching process in the QW solid-state system, which is much more practical
than that in atomic system because of its flexible design and the controllable interference strength.

PACS. 78.67.De Quantum wells — 42.65.Pc Optical bistability, multistability, and switching, including
local field effects — 42.50.Gy Effects of atomic coherence on propagation, absorption, and amplification of

light

1 Introducion

Optical bistability (OB) has been extensively studied both
experimentally and theoretically in two-level atomic sys-
tems due to its wide applications such as optical tran-
sistors, memory elements and all optical switches [1,2].
The OB in three-level atomic systems confined optical ring
cavity has also been studied theoretically [3] and exper-
imentally [4]. It has been shown that the field-induced
transparency and quantum interference effects could sig-
nificantly decrease the OB threshold [5]. The phase fluctu-
ation effects [6] and the effects of squeezed state fields [7-9]
on the optical bistability have subsequently studied. It has
been found that the OB could appear for small coopera-
tion parameters due to the present of squeezed vacuum
field [9].

In recent years there have been much interests in the
effect of spontaneously generated coherence (SGC) on the
dynamics [10], the amplification without population inver-
sion [11], the disappearance of the dark state due to SGC
in A-type atomic systems [12] and the enhanced index of
refraction without absorption [13-17]. It also affects on
the optical bistability behavior in three-level atomic sys-
tems such as its threshold [18,19] and the shape of the
bistable hysteresis cycle [20]. However, the existence of
SGC or vacuum-induced coherence (VIC) requires that
two close-lying levels be near-degenerate and that the
atomic dipole moments be non-orthogonal for the atoms
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in free space. Unfortunately, it is very difficult, if not im-
possible, to find a real atomic system with SGC or VIC
because the rigorous conditions of near-degenerate levels
and non-orthogonal dipole matrix elements are hard to be
simultaneously satisfied. As a result, few experiments have
been performed to observe these interesting phenomena
based on SGC/VIC. It is thus desirable to put forward
new schemes without the SGC effect to realize the OB
and/or optical multistability (OM) to overcome the above
mentioned difficulties.

It should be noted that similar phenomena involv-
ing quantum coherence and interference in QW sys-
tems [21-41] have also attracted great attention due to the
potentially important applications in optoelectronics and
solid-state quantum information science. For example, it
has been shown that they can lead to coherently controlled
photoncurrent generation [32], electron intersubband tran-
sitions [33,34], electromagnetically induced transparency
(EIT) [35], and gain without inversion [26-28]. Devices
based on intersubband transitions in semiconductor QW
structures have many inherent advantages, such as large
electric dipole moments due to the small effective elec-
tron mass, high nonlinear optical coefficients, and a great
flexibility in device design by choosing the materials and
structure dimensions. Furthermore, the transition ener-
gies, dipoles, and symmetries can be engineered as de-
sired. The implementation of EIT in semiconductor-based
devices is very attractive from a viewpoint of applications.
It is worth pointing out that Joshi and Xiao recently an-
alyze the OB behavior in a semiconductor quantum well
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Fig. 1. (a) Energy level diagram of a double quantum well
structure. It consists of two quantum wells and a collector re-
gion separated by thin tunnelling barriers. (a) Subband |a) of
the shallow well is resonant with the second subband |b) of the
deep well. (b) Due to the strong coherent coupling via the thin
barrier, the levels split into a doublet |2) and |3), which are
coupled to a continuum by a thin tunnelling barrier adjacent
to the deep well. Also shown in (b) are the splitting between the
two upper levels w, (given by the coherent coupling strength)
and the weak probe laser wy.

that interacts with two electromagnetic fields, a strong
field and a weak field, and show that the threshold for
switching to upper branch of the bistable curve can be
reduced due to the presence of quantum interference [40].

In this paper, we demonstrate, for the first time, the
controllability of OB via tuning the coupling strength
of the tunnelling, the Fano-type interference, and the
frequency detuning in asymmetric double quantum well
structures using intersubband transitions by applications
of a coherent probe laser field. The nature of OB and OM
in our scheme is a hybrid type that combines both absorp-
tive and dispersive types.

Figure 1 shows the double quantum well scheme under
consideration. It consists of two quantum wells that are
separated by a narrow barrier. The first subband (]a)) of
the shallow well is resonant with the second subband (]b))
of the deep well (see Fig. 1a), and due to the strong coher-
ent coupling via the thin barrier, the levels split into a dou-
blet, levels |2) and |3) (see Fig. 1b), which arise from the
mixing of the states |a) and |b), under the exactly resonant
conditions, 2) = (la) —[b)) /v2, 3) = (|a) + b)) /V2.
The splitting ws on resonance is given by the coupling
strength and can be controlled by adjusting the height
and width of the tunnelling barrier with applied bias volt-
age [24].
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We assume that a weak probe field of amplitude E,
and angular frequency w), is used to illuminate the QW
system, and interacts on both the transitions |1) < |2)
and [1) < |3) simultaneously with the respective Rabi
frequencies (2,1 = ps1E,/2h and 20 = po1 E,/2k with
w31 and po; being the intersubband dipole moments of
the respective transition.

In the present analysis we use the following conditions:
(1) the electron sheet density of the quantum well struc-
ture is such that electron-electron effects have very small
influence in our results. Therefore, the effects of electron-
electron interactions are not included in our study; (2)
we assume that all subbands have the same effective
mass. Using the density-matrix formalism we begin to de-
scribe the dynamic response of the three-level QW sys-
tem under study. By adopting the standard approach (this
method has described quantitatively the results of several
experimental papers [22,24,28,30,34] and has been used
in several theoretical papers [25,27,36,38,40]), under the
electro-dipole and rotating-wave approximations we can
easily obtain the time-dependent density matrix equations
of motion as follows:

K

P22 = —Yapaz + 1822 (P12 — p21) 5 (p2s + p32),
) ) K
P33 = —y3pss + 121 (p13 — p31) — 5 (p23 + p32),

) , w
P12 = —%012 +1 (Ap — 75) P12

+ 1822 (pa2 — p11) + i82p1p32 — gpma
P13 = *%Plg +1 (Ap + %) P13
+82p1 (p33 — p11) + i82p2p03 — gpu,
P23 = *%PQS + lwspas + 10252013
— i p21 — g (pa2 + p33), (1)

together with p;; = pj; and the carrier conservation con-
dition 23:1 pj; = 1. Here wy = FE3 — Ey is the energy
splitting between the upper levels, given by the coher-
ent coupling strength of the tunnelling. A, = wy — w,
is the detuning between the frequency of the probe laser
and the average transition frequency wy = (w2 + ws) /2.
Above the dots denote the derivative with respect to time
t and Rabi frequencies (2,; (¢ = 1,2) are assumed real.
The population decay rates and dephasing decay rates
are added phenomenologically in the above density matrix
equations [30,37]. The population decay rates for subband
|i), denoted by ~;, are due primarily to longitudinal opti-
cal (LO) phonon emission events at low temperature. The

total decay rates 7;; (i # j) are given by y21 = 2 + vgfh,

ya1 = Y3+ 751 and Ya2 = Y2 + 73 + 735, where ",

determined by electron-electron, interface roughness, and
phonon scattering processes, is the dephasing decay rate
of the quantum coherence of the |i) < |j) transition.
Kk = /7273 represents the mutual coupling of states |2)
and |3) via the LO phonon decay, it describes the pro-
cess in which a phonon is emitted by subband |2) and is
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Fig. 2. Unidirectional ring cavity with a QW sample of length
L, E; and EPT are the incident and the transmitted field, re-
spectively.

recaptured by subband |3). These mutual coupling terms
can be obtained if tunnelling is present, e.g., through an
additional barrier next to the deeper well [24,25]. As men-
tioned above, levels |2) and |3) are both the superposi-
tions of the resonant states |a) and |b). Because the latter
(subband |b)) are strongly coupled to a continuum via a
thin barrier, the decay from state |b) to the continuum
inevitably results in these two dependent decay pathways:
from the excited doublet to the common continuum. That
is to say, the two decay pathways are related: the decay
from one of the excited doublets can strongly affect the
neighbouring transition, resulting in the interference char-
acterized by those mutual coupling terms. Such interfer-
ence is similar to the “decay-induced” coherence in atomic
systems with two closely lying energy states. Note that,
in the following numerical calculations the choices of the
parameters are based on experimental results from refer-
ence [24].

The most interesting parameter, defined by the ra-
tio € = Kk/\/J21731, is used to assess the strength or
quality of the interference [24], where the limit values
e = 0 and € = 1 correspond, respectively, to no interfer-
ence (negligible coupling between |2) and |3)) and perfect
interference (no dephasing). Without loss of generality,
taking po1 = ps1 = p, thus we have the relationships
2p1 = 2y = (2,. Now, we put the QW sample in a unidi-
rectional ring cavity (see Fig. 2). For simplicity, we assume
that mirror 3 and 4 have 100% reflectivity, and the inten-
sity reflection and transmission coefficient of mirrors 1 and
2 are R and T (with R+ T = 1), respectively.

The total electromagnetic field can be written as F =
Ep,e~™»' 4+ c.c., where the probe field E, circulates in
the ring cavity. Then under slowly varying envelope ap-
proximation, the dynamic response of the probe field is
governed by Maxwell’s equation

or, o5,
ot Caz_

oE, . wp

2T (wp); (2)

where ¢ and ¢ is the light speed and permittivity of free
space respectively. P(w,) is the slowly oscillating term of
the induced polarization in both the intersubband tran-
sitions |1) < |2) and |1) < |3), and is determined by
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P (wp) = Np(p21 + p31), where N is the electron density
in the conduction band of the QW.

We consider the field equation (2) in the steady-state
case. Setting the time derivative in equation (2) equal to
zero for the steady state, we can obtain the field amplitude
as follows:

OE,

0z ! 2cep (P21 + psn). (3)

For a perfectly tuned ring cavity, in the steady state limit,
the boundary conditions impose the following conditions
between the incident field E; and the transmitted field

E;
E,(0) = VTE} + RE, (L),

(4a)
(4b)

where L is the length of the QW sample, and the second
term on the right-hand side of equation (4b) describes a
feedback mechanism due to the mirror, which is essential
to give rise to bistability, that is to say, no bistability can
occur if R =0.

In the mean-field limit [42], using the boundary con-
ditions equation (4) and normalizing the fields by letting

nE] nEYX

= WT and z = sy e can get input-output rela-
tionship:
y =2z —iC (p21(x) + p31(x)), ()
o prLIJ,2 . . .
where C' = TheoeT™ 1S the electronic cooperation param-

eter. It is worthwhile pointing out that the second term
on the right-hand side of equation (5) is vital for optical
bistability and multistability to take place.

We set the time derivatives Op;; /0t =0 (i,5 = 1,2,3)
in the above density matrix equation (1) for the steady
state, and solve the corresponding density matrix equa-
tion together with the coupled field equation (5) via nice
Matlab codes, then we can arrive at the steady-state so-
lutions.

In the following we present a few numerical results for
the steady state of the output field intensity versus the
input filed intensity with different corresponding param-
eters, as illustrated in Figures 3-7. First of all, we will
analyze how the energy splitting of the two excited states
which is given by the coupling strength of the tunnelling
modifies the bistable behavior, while keeping all other pa-
rameters fixed. Figure 3 demonstrates the dependence of
the optical bistability on the energy splitting ws, and for
the purpose of gaining an insight into the physical origin
Figure 4 shows the dependence of the probe absorption
on the frequency detunings A,. It can be easily seen from
Figure 3 that increasing the splitting on resonance leads to
a significant decreasing of the bistable threshold ;5. The
reason can be qualitatively explained as follows. By apply-
ing an increasingly intense resonant tunnelling through a
thin barrier, the absorption for the probe field on the in-
tersubband transitions |1) < |2) and |1) < |3) of the elec-
tronic medium can be reduced dramatically as shown in
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Fig. 3. Output intensity |z| versus input intensity |y| for
different splitting ws. Other parameters are C = 200 meV,
A, =0 meV, 72 = 5.6 meV, 3 = 7.0 meV, 79" = 1.5 meV,
75P" = 2.3 meV, and 55" = 1.9 meV.
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Fig. 4. Probe absorption Im(p21 + p31) as a function of probe
detuning A, with different splitting ws. The parameters are
the same as in Figure 3 except for {2, =2 meV.

Figure 4, which makes the cavity field easier to reach satu-
ration. This might be useful to control the threshold value
and the hysteresis cycle width of the bistable curve simply
by adjusting the splitting. As mentioned above, the split-
ting on resonance is given by the coupling strength and
can be controlled by adjusting the height and width of the
tunnelling barrier. Therefore, the behavior of OB can be
tuned by appropriately adjusting the tunnelling barrier.
The effects of the strength or quality of the interference
on OB can be clearly seen from Figure 5. From this figure,
we can observe reduction of threshold as we go from ¢ =
0.46 (dash-dotted curve) to € = 0.77 (solid curve), and
the region of OB becomes narrowed. As a result, we can
achieve optimally the desired bistable curve via properly
tuning the Fano interference. In order to have a better
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Fig. 5. Output intensity |z| versus input intensity |y| for dif-
ferent interference strengths e. Solid curve (e = 0.77): 747" =
1.5 meV, 43" = 2.3 meV, and 742" = 1.9 meV; dashed curve
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3.8 meV; dash-dotted curve (e = 0.46): 7" = 6.0 meV,
Y§P" = 9.2 meV, and 445" = 7.6 meV. Other parameters are

ws = 17.6 meV, C' = 200 meV, A, = 0 meV, 72 = 5.6 meV,
and vy3 = 7.0 meV.
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Fig. 6. Output intensity |z| versus input intensity |y| for dif-
ferent values of A,. Other parameters are ws, = 17.6 meV,
C =200 meV, 2 = 5.6 meV, v3 = 7.0 meV, 727" = 1.5 meV,

yPh — 2.3 meV, and 74" = 1.9 meV.

idea about how the bistable threshold value changes with
the frequency detuning of the probe laser, in Figure 6 we
plot the output amplitude as a function of input amplitude
for different values of the frequency detuning of the probe
field, i.e., Ap. With increasing A, from 0 to 1.5 meV, the
threshold of OB increases progressively and the area of
the hysteresis cycle becomes wider.

In Figure 7, we display the behavior of OB with dif-
ferent values of the cooperation parameter C. It is easy
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Fig. 7. Output intensity |z| versus input intensity |y| for dif-
ferent values of C. Other parameters are ws; = 17.6 meV,
A, =0meV, 72 = 5.6 meV, 3 = 7.0 meV, y2" = 1.5 meV,
A§P" = 2.3 meV, and 75" = 1.9 meV.

to see from Figure 7 that, when the cooperation parame-
ter C becomes small, i.e., the number density of electrons
in the sample decreases, the threshold of OB is reduced
drastically and OB tends to disappear. When C' is equal
to 100 meV or much smaller, there is no OB. However,
OB is obviously seen when the cooperation parameter C'
is large. From the term C' = Nw,Lu?/2heocT, we can see
that the cooperation parameter C' is directly proportional
to the electron number density IN. So the enhancement in
the absorption of the sample as the number density of elec-
trons increases could account for the raise of the threshold
intensity with respect to the cooperation parameter C.

In conclusion, we have illustrated the OB behaviors in
a three-subband QW system driven by a coherent probe
field inside a unidirectional ring cavity. We find that the
energy splitting of the two excited states (the coupling
strength of the tunnelling), the Fano-type interference as
well as the cooperation parameters can affect the OB be-
havior dramatically, which can be used to manipulate effi-
ciently the bistable threshold intensity and the hysteresis
loop. Our calculations also provide a guideline for the op-
timal design of QW systems to achieve very fast and low-
threshold all-optical switches [4] in such semiconductor
systems which is much more practical than that in atomic
system because of its flexible design and the controllable
interference strength. Lastly, we point out that the OB
comes essentially from the Kerr nonlinearity and hence
solitons could form in those systems of demonstrating OB
behaviors [43].
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